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Motivation
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Data 
Labeling

25%

Data 
Cleaning

25%
Data 

Augmentation
15%

Data 
Aggregation

10%

Other
25%

A quarter of time is spent on 
manual labeling in ML related 

activities

https://www.cognilytica.com/document/data-preparation-labeling-for-ai-2020/

For 25 classes over 40 working hours are

required to create training data

Assumptions

• At least 100 labeled documents per class

• Average reading speed is 200 words/min

• Average complaint length is around 100 words

• Considering 30 seconds for multiclass labeling,   

1 minute per complaint in average is required

Unresolved issues

• The approach is prone to human errors

• Human concentration is not constantly high

• Limitations of the supervised learning



Challenges I – Classification of Automotive Complains by Car Component

© sebis20220718 Kreinhaus Master Thesis Kick-off Presentation 4

Engine 

Electrical 

system

Wheels

Upon restarting the van, the key 

failed to turn in the ignition.

The rear passenger wheel

detached from the vehicle.

My horn and door locks do not 

consistently work.

My car stalled on the uphill slope

The temperature in the cabin

does not rise above 19 degrees

Customer complaints 25 classes = 25 car components

…



Challenges II – Review of Classification Challenges in Supervised Learning
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• Zero-shot/Few-shot 

learning

• Special domain with 

many terminologies 

• The multi-label text 

classification task

• Labeling is time-

consuming

• Low flexibility in case 

of an objective change 

Data 

Perspective

• The semantic 

robustness of the 

model

• The interpretability of 

the model

Performance 

Perspective

• Text representation

• Model integration

• Model efficiency

Model 

Perspective

Source: Kammoun et al. 2022 



Approach – Combined approach of multiple NLP techniques
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Define 
multiple 
target 

classes for 
the 

classification

Describe
each class 

by 
keywords

Extract 
context 

windows 
from a 
sample 
using 

keywords

Evaluate
context 

windows.
If qualified, 

context 
window = 

context rule

Use 
embedding 
techniques 
to vectorize 
context rules

Find 
relevant 

documents 
for a ‘deep 

dive’

Identify new 
text spans 

with the 
highest 

similarity to 
the context 

rules

Knowledge ExtrapolationKnowledge Gain

Compare the vector of

qualified complaints to the 

keyword vector and define 

a minimum threshold 

Compare the context 

rules’ vector to the parts 

of relevant complaints



Classes = {…, ‘exterior light’: [‘light’, ‘head light’, ‘fog light’, ‘high beam’, …, ‘reversing light’], …}

first_sentence = "My high beam suddenly comes on on the highway“

second_sentence = "My headlights started flashing as I accelerated“

𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =
𝑥 ∗ 𝑦

𝑥 ∗ 𝑦

𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑒𝑛𝑐𝑜𝑑𝑒(𝑓𝑖𝑟𝑠𝑡_𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒), 𝑒𝑛𝑐𝑜𝑑𝑒(𝑠𝑒𝑐𝑜𝑛𝑑_𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒) = 0.782

Consider the context window if the cosine similarity larger than a chosen threshold.

Approach – Example
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encode(first_sentence)

encode(second_sentence)



Objectives
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Creating a framework for multiclass classification based on predefined classes with 

keywords to reduce labeling time and produce a structured dataset as a result

Comparing different 

vectorization techniques 

from TF-IDF to BERT

Suggesting an optimal 

combination of different 

NLP techniques

Observing and 

documenting challenges 

throughout the process

E.g., data quality, vector 

quality, training time, 

bottlenecks, etc.

Comparing results to 

unsupervised NLP 

techniques 

E.g., clustering or topic 

modeling



Research Questions
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What are the challenges faced 
when trying to create structured 
datasets from unstructured 
documents?

Which NLP methods can be 
combined with domain expertise 
to facilitate the extrapolation from 
context rules to training data? 

How do these novel methods 
compare to current methods of 
unsupervised learning in the 
context of automotive customer 
data?

1

2

3



Methodology
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Result validation by domain experts

Setting a threshold and assigning documents to classes

Finding similar text spans among these document

Identifying relevant documents for a ‘deep dive’

Embedding of context rules using different techniques

Evaluation of context windows → context rules

Context window extraction from a sample

Creation of a dictionary of classes with keywords

Data preprocessing

• Literature review on text 

classification challenges

• Identification of 

common issues and 

their classification

• Reflecting on 

challenges throughout 

the process

• Describing challenges 

and assigning them to 

issue classes

• Literature review on 

unsupervised text 

processing techniques

• Selecting unsupervised 

approaches

• Applying these 

techniques on the text 

corpora

• Qualitative assessment 

of the results

Research Question 2

Research Question 1 Research Question 3



Dataset – Description and Number of Complaints per Class
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• Anonymized open-source dataset of the 

U.S. Department of Transportation (NHTSA)

• Identification of safety issues and 

determining if a safety-related defect trend 

exists

• Subjects considered: Vehicles, Tires, Child 

Safety Seats, Equipment

• Over 1.3 Mio unique complaints updated on 

daily basis

• Some complaints have multiple labels

• Highly imbalanced dataset

• Over 75000 unclassified complaints

Number of complaints per class



Progress – Challenges of the Chosen Approach
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Processing Steps Challenges Comments

1 Data preprocessing • Preserve readability Manual evaluation

2
Define multiple target classes for the classification • Number of classes

• Hierarchical dependency

Usually defined in a 

task

3
Describe each class by keywords • Number of keywords

• Precision vs simplicity trade-off

In coordination with 

domain experts

4
Extract context windows from a sample using 

keywords

• Length of the context window As tokens or 

sentences

5
Evaluate context windows. If qualified, a context 

window becomes a context rule

• Manual evaluation 

• Ambiguous context windows

A few words may be 

missing

6
Use embedding techniques to vectorize context 

rules

• Selecting embedding technique 

• Complexity vs vector quality trade-off 

Experimenting is 

time consuming

7

Find relevant documents for a ‘deep dive’.

Compare the vector of qualified complaints to the 

keyword vector and define a minimum threshold 

• Using initial keywords vs keywords used 

for context windows only

• A general threshold vs one for each class

Experimenting is 

time consuming

8

Identify new text spans with the highest similarity 

to the context rules. Compare the context rules’ 

vector to the parts of relevant complaints

• Keep complexity within limits

• Sliding window vs tokens vs sentences

• Choosing a threshold

Experimenting is 

time consuming



Progress – Example of Evaluated Context Windows
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Evaluation of identified context windows Identification of similar text spans

Embedding

Techniques

Cosine

Similarity

Index Complaint Context Window Keyword Class Evaluation Text SpanIndex Similarity
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Project June July August September October November

Thesis registration and literature review

Revision to methodology

Data preprocessing

Algorithm creation

Extrapolation of results

Validation by domain experts

Evaluation of results

Reflecting on challenges throughout the 

process and describing them

Applying unsupervised methods and 

evaluating them

Writing of thesis draft

Editing and revisions

Final presentation incl. preparation

Submitting thesis

Timeline
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Back-up: Dictionary of Classes with Keywords
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